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ABSTRACT
Online advertising can be used to mislead, deceive, and manipulate

Internet users, and political advertising is no exception. In this pa-

per, we present a measurement study of online advertising around

the 2020 United States elections, with a focus on identifying dark

patterns and other potentially problematic content in political adver-

tising. We scraped ad content on 745 news and media websites from

six geographic locations in the U.S. from September 2020 to January

2021, collecting 1.4 million ads. We perform a systematic qualitative

analysis of political content in these ads, as well as a quantitative

analysis of the distribution of political ads on different types of

websites. Our findings reveal the widespread use of problematic

tactics in political ads, such as bait-and-switch ads formatted as

opinion polls to entice users to click, the use of political controversy

by content farms for clickbait, and the more frequent occurrence

of political ads on highly partisan news websites. We make policy

recommendations for online political advertising, including greater

scrutiny of non-official political ads and comprehensive standards

across advertising platforms.

CCS CONCEPTS
• Information systems → Online advertising; • Social and
professional topics → Computing / technology policy; • Se-
curity and privacy→Human and societal aspects of security
and privacy.

1 INTRODUCTION
The 2020 United States general elections were one of the most

important and contentious elections in recent history. Issues facing

the U.S. included the COVID-19 pandemic and ensuing economic

crisis, controversy surrounding President Donald Trump’s first

term, and renewedmovement for racial justice following themurder

of George Floyd and other police violence. During this election

season, online political advertising was more prominent than ever:

campaigns turned to online ads as the pandemic reduced in-person

events and canvassing [89], and spent record sums advertising on

Google and Facebook [69]. The misuse of online ads in non-political

contexts is a well-known problem, ranging from distasteful clickbait

ads to outright scams and malware [47, 58, 95–97]. In this paper, we

investigate misleading and manipulative tactics in online political

advertising, for purposes such as collecting email addresses and

driving traffic to political content websites.

We take a broad view of what constitutes a “political” ad in our

work, considering any ad with political content, whether or not

the ad was placed by an official political campaign committee. In

our investigation, we ask: Who ran political ads during this period?

What was the content of these ads, and do they use problematic

techniques? Did the number of political ads on different types of

websites differ?

To answer these questions, we conducted measurements of on-

line advertising before, during, and after the Nov. 3rd elections. We

collected a daily crawler-based sample of ads from 745 online news

and media websites from September 2020 to January 2021, provid-

ing insight into the ads people saw while reading news during this

period. We continued collecting data through several post-election

developments: contested vote counting in multiple states, the Geor-

gia U.S. Senate runoff election on January 5, and attack on the U.S.

Capitol on January 6. Our crawlers collected data from six locations

with varying political contestation: Atlanta, GA; Miami, FL; Raleigh,

NC; Phoenix, AZ; Salt Lake City, UT; and Seattle, WA.

Using a combination of qualitative and quantitative techniques,

we analyze the political ads in our dataset, including identifying

examples of misleading and manipulative techniques, the distribu-

tion of political ads across websites of different political biases, and

political affiliations and organization types of the advertisers.

Scope. Our crawler-based dataset provides a complementary per-

spective to the political ad archives from Google and Facebook.

Though our dataset is not as complete as the political ad archives,

and partially overlaps Google’s, our dataset encompasses all ads
on the pages we crawled— including non-political ads, political-

themed ads were not officially classified as political and thus do not

appear in Google’s archive, and ads served via ad networks outside

of Google Ads. Additionally, we capture the URL of the website that

each ad appeared on, allowing us to measure contextual targeting

of political ads on news and media websites.

Contributions. First, we characterize the quantity and content of

online advertising longitudinally during the 2020 U.S. Presidential

Election and shortly thereafter, and at scale.

• We observe differences in the number of political ads in

different geographical locations.

• We observe shifts in the quantity of political ads through the

election, and the effects of political ad bans.

• We characterize the topics of all online advertisements that

we collected during this time period.

Through our qualitative analysis, we observed several problem-

atic types of online political advertising, such as:
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� The use of misleading and manipulative patterns in political
ads. For example, ads that purport to be political polls, but use
in�ammatory framing, and appear to be used for gathering
email addresses.

� Political topics in clickbait and native advertising. These ads
imitate the look of links to news articles, but link to external
sites. Headlines often imply controversy about candidates,
and may fuel disinformation.

We also �nd that problematic political ads are more common on
partisan and low-quality news sites.

� More partisan websites have more political ads, on both ends
of the political spectrum.

� Problematic categories of ads, such as political products and
polls, appear more frequently on right-leaning sites.

We discuss the potential harms from the problematic political ads
we observed, and we make recommendations for platform policies,
government regulation, and future research. We also release our
full dataset of ads and metadata.

2 BACKGROUND AND RELATED WORK
2.1 The 2020-21 U.S. Elections and Ads
Between September 2020 and January 2021, the U.S. held a presi-
dential election, congressional elections, and numerous state and
local elections. In the presidential election, Joe Biden, a Democrat,
and his running mate, Kamala Harris, ran against Donald Trump,
the incumbent Republican president, and his running mate, Mike
Pence [8]. We provide more historical background in Appendix A.

Before the election, tech companies faced mounting pressure to
address concerns about political advertising spreading misinforma-
tion and causing other harms. Some companies had already banned
political ads (Pinterest in 2018 [31], Twitter in 2019 [17]), at least in
part due to revelations that Russian organizations had purchased
political ads during the 2016 presidential election [41]. Google and
Facebook allowed political ads in 2020, but implemented several
short-term bans. Our dataset of display ads was likely impacted by
Google's bans from Nov. 4 through Dec. 10 [25, 78], and again after
the storming of the Capitol between Jan. 14 and Feb. 24 [26].

Still, political ads around the 2020-21 elections set new records
for ad spending, with overall spending in the billions. On Facebook
and Google alone, the Trump campaign spent $276 million and the
Biden campaign spent $213 million [69].

2.2 Online Political and Problematic Ads
Prior work studies the online ad ecosystem from various perspec-
tives. In the computer security and privacy community, researchers
have often studied the privacy implications of online ads and the
tracking enabling them (e.g., [9, 45, 59, 71, 75, 90]). In this work,
we focus on the content of ads and contextual targeting that may
cause di�erent ads to appear on di�erent types of sites, rather than
on the underlying privacy-invasive mechanisms.

Recent work in computer science identi�es types of problematic
content in ads (e.g., clickbait, distasteful ads, misleading content,
manipulative techniques) [96,97], and types explicitly malicious ads
(e.g., spreading malware) [47, 58, 67, 93, 95]. Online ads play a role
in spreading mis/disinformation (e.g., during the 2016 and 2018 U.S.

elections) [14, 21, 79, 80] as well as in monetizing mis/disinforma-
tion websites [15,27,40,60]. Other work has shown that ads (e.g., on
Facebook) may be targeted in discriminatory ways [2,43]. Studies of
misleading and manipulative patterns (often called �dark patterns�)
beyond ads also inform our work (e.g., [51,57]), particularly a recent
study of such patterns in political campaign emails [52].

Signi�cant work in other �elds (e.g., political science and mar-
keting) also studies political ads. Kim et al. identi�ed political ads
on Facebook purchased by �suspicious� groups, including Russian
groups known for spreading disinformation [41]. Stromer-Galley
et al. [85] studied U.S. political ads on Facebook in 2016 and 2020,
while Ballard et al. [7] characterized political campaign web display
ads during the 2012 U.S. elections. Other work considered deceptive
political advertising, (not necessarily online) including deceptively
formatted �native� ads (e.g., [18, 55]). Van Steenburg provides a
systematic literature review of political advertising research and
proposes a research agenda, identifying the study of the impact of
technology (i.e., the internet) as one key theme and area for future
work (but does not discuss the manipulative patterns or non-o�cial
political ads that we see in our dataset) [84].

Our work considers ads appearing on websites rather than social
media, and we capture all ads (not only those marked as political
ads). Prior work has found that Facebook's ad archives are incom-
plete and use a limited de�nition of �political� [20, 21, 81]. Indeed,
we found many ads that contained political themes but were not
placed by an o�cial campaign.

3 METHODOLOGY
In this section, we describe our methodology for measuring ads
throughout the 2020 U.S. elections. In summary, we selected a group
of popular mainstream and alternative news websites and scraped
ads from these sites using crawlers in di�erent locations. We col-
lected 1.4 million ads in total from September 2020 to January 2021.
We analyzed the content of our ads dataset using a combination
of natural language processing, to automate tasks like identifying
which ads were political, and manual qualitative analysis tech-
niques, to provide greater context such as the party a�liation of
the advertiser. See Figure 1 for a summary of our analysis pipeline.

3.1 Ad Crawling
3.1.1 Seed Websites.To collect ads, we crawled news and me-
dia websites that spanned the political spectrum and information
ecosystem. We identi�ed 6,144 mainstream news websites in the
Tranco Top 1 million [44], using categories provided by the Alexa
Web Information Service [4]. These mainstream sites included na-
tional newspapers, local newspapers, TV stations, and online digital
media. We also compiled a list of 1,344 websites which we refer to
as �misinformation websites�. Websites in this list were identi�ed as
�fake news�, alternative news, mis/disinformation, highly partisan,
propaganda, or conspiracy websites by fact checkers (Politifact [83],
Snopes [42], Media Bias/Fact Check [54], and others [23, 36, 61]).

To ensure that our crawlers could complete the crawl list in one
day, we truncated the list to 745 sites by picking all sites with a
ranking higher than 5,000 (411 sites), and then sampling from the
remaining tail (334 sites) by choosing 1 site per bucket of 10,000
site rank, to ensure that lower ranked sites were represented. In
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Figure 1: Overview of our analysis methodology. We used NLP techniques to preprocess and organize our dataset, and then
conducted manual content analyses to explore political ads in greater detail, and to validate automated outputs. Blue boxes
represent data, green boxes represent automated processes, and red boxes represent manual and qualitative analyses.

Site Bias # Sites Examples

Mainstream News and Media Websites
Left 63 jezebel.com, salon.com
Lean Left 57 miamiherald.com, theatlantic.com
Center 46 npr.org, realclearpolitics.com
Lean Right 18 foxnews.com, nypost.com
Right 44 dailysurge.com, thefederalist.com
Uncategorized 376 adweek.com, nbc.com

News Websites Labeled as Misinformation
Left 13 alternet.org, dailykos.com
Lean Left 6 greenpeace.org, i�science.com
Center 1 rferl.org
Lean right 11 rt.com, newsmax.com
Right 60 breitbart.com, infowars.com
Uncategorized 50 globalresearch.ca, vaxxter.com

Table 1: Summary of our seed sites, by misinformation label
and political bias (sources in Section 3.1.1).

Table 1, we show the number of sites in our crawl list by misinfor-
mation label and political bias. The political bias of websites were
aggregated from Media Bias/Fact Check [54] and AllSides [3].

3.1.2 Crawler Implementation.We built a web crawler to scrape
ads based on Puppeteer [28], a Chromium-based browser automa-
tion library. Each crawler node crawls the seed list once per day,
crawling 6 domains in parallel in random order. For each seed do-
main, the crawler loads the root page and detects ads using CSS
selectors from EasyList [19], a �lter list used by ad blockers. Ele-
ments smaller than 10 pixels in width or height (like tracking pixels)
were ignored. The crawler scrolls to each ad, takes a screenshot,
and collects the HTML content. Then, the crawler clicks the ad,
and collects the URL and content of the landing page. Because ads
may di�er on site homepage vs. subpages, for each seed domain,
the crawler also visits and collects ads from an article on the site.

To minimize behavioral ad targeting, we crawled each seed do-
main using a clean browser pro�le (similar to prior work [96]). For
each domain we visited, we ran separate browser instances inside
a new Docker container, so that no tracking cookies or other state
persisted across domains (though �ngerprinting may be possible).

3.1.3 Crawler Nodes and Locations.We crawled ads using 4 nodes
from geographical locations where we predicted the political land-
scape could result in di�erent ads.

� Sep. 25, 2020 � Nov. 12, 2020: We �rst crawled from two cities
in states predicted to be contested (Miami, FL; Raleigh, NC)
and two uncompetitive (Seattle, WA; Salt Lake City, UT).

� Nov. 13, 2020 � Dec. 8, 2020: Due to contested election results,
we switched two crawlers to Phoenix, AZ and Atlanta, GA.
The other two crawlers alternated between the 4 previous
locations (Seattle, Salt Lake City, Miami, Raleigh).

� Dec. 9, 2020 � Jan. 19, 2021: After the presidential election
was resolved, we crawled from Atlanta, GA and Seattle, WA
to observe the Georgia special election. Due to the Capitol
insurrection, we continued crawling for 2 weeks.

To simulate crawling from these locations, we tunneled our
tra�c through the Mullvad VPN service. Mullvad's VPN servers
ran on rented servers in local data centers (100TB, Tzulo, and M247).
We veri�ed that the VPN servers were located in the advertised
locations using commercial IP geolocation services.

In sum, we ran 312 daily crawls, on 4 machines, using Chromium
88.0.4298.0, on a Debian 9 Docker image. The hardware was: Intel
Core i7-4790 3.6GHz 32GB RAM, Intel Core i7-7740X 4.3 GHz 64GB
RAM, and Intel Core i5-6600 3.30GHz, 16GB RAM (2x).

3.1.4 Data Collection Errors.No data was collected globally from
10/23�10/27 (VPN subscription lapsed), nor 12/16�12/29 and 1/15�
1/19 in Seattle (VPN server outage). Some individual crawls also
sporadically failed. In total, 33 of 312 daily crawl jobs failed.

3.2 Preprocessing Ad Content
3.2.1 Extracting Text from Ads.To enable large-scale analysis of
the content of our dataset, we extracted the text of each ad. For
ads where 100% of the visual content is contained in an image,
we used the Google Cloud Vision API to perform optical character
recognition (OCR). We extracted text from 877,727 image ads (62.6%)
using this method. For native ads (i.e., sponsored content headlines),
the text is contained in the HTML markup, so we automatically
extracted the text from these ads using JavaScript. We extracted
text from 524,518 native ads (37.4%) using this method.
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3.2.2 Ad Deduplication.Many ads in our dataset appeared multi-
ple times, some appearing tens of thousands of times. To reduce
redundancy during qualitative coding and the runtime of machine
learning tasks, we de-duplicated ads using the extracted text. We
grouped our dataset by the domain of the landing page of the ad,
and for each group, we used MinHash-Locality Sensitive Hashing1

(LSH) to identify ads with a Jaccard similarity¡ 0”5. We maintained
a mapping of unique ads to their duplicates, which we used later
to propagate qualitative labels for unique ads to their duplicates,
enabling analysis of the whole dataset. After deduplication, we
obtained a subset of 169,751 unique ads.

3.3 Analyzing Ad Content with Topic Modeling
To help us broadly understand the content of the ads in our dataset,
we used topic modeling to automatically create groups of semanti-
cally similar ads, allowing us to qualitatively analyze those groups.
We experimented with several topic modeling and text clustering
algorithms, and selected Gibbs-Sampling Dirichlet Mixture Model
(GSDMM) [94], which performed best on our dataset (see our ex-
perimental methodology in Appendix B). Second, we automatically
generated qualitative descriptions of each ad cluster, by using c-tf-
idf to extract the most signi�cant words from the text cluster [33].
We applied GSDMM & c-tf-idf to describe the topics in our overall
ads dataset (Sec. 4.3) and political product ads (Sec. 4.7).

3.4 Analyzing Political Ads In-Depth
Our main focus is the content of political ads in our dataset. We de-
�ned a political ad broadly: any ad with political content, whether or
not the advertiser was a political campaign. This includes ads with
incidental political content, such as ads for products incorporating
election imagery or ads promoting political news articles.

Our analysis of political ads consisted of three phases. First, we
used machine learning to automatically identify political ads in our
overall ads dataset. Second, we manually labeled the attributes of
each political ad, such as the purpose of the ad, and the advertiser's
political a�liation. Lastly, we performed quantitative analyses of
the labeled political ad data.

3.4.1 Political Ads Classifier.To analyze political ads, we �rst
needed to isolate political ads from the overall ads dataset. We
implemented a binary text classi�er based on the BERT language
model, to classify our ads as political or non-political.

We started by generated a training set of political and non-
political ads by labeling a random sample of ads in our dataset,
obtaining 646 political ads and 1,937 non-political ads. We supple-
mented this data by crawling 1,000 political ads from the Google
political ad archive [30] to balance the classes. We implemented
the classi�er by �ne-tuning the DistilBERT model [76] for a binary
classi�cation task. We trained our model with a 52.5% / 22.5% / 25%
Train / Validation / Test split. Our model achieved an accuracy of
95.5%, and an� 1 score of 0.9. We ran the classi�er on our dedupli-
cated dataset (169,751 unique ads) and it classi�ed 8,836 unique ads
as political (5.2%).

1We used the MinHash LSH implementation from the datasketch Python library:
http://ekzhu.com/datasketch/lsh.html.

3.4.2 �alitative Analysis of Political Ads.Next, we we qualita-
tively coded the 8,836 unique political ads in our dataset to build
a systematic categorization of the ads' content and characteris-
tics [74]. Prior work in computer science and political science has
also analyzed ad content using qualitative coding [85, 96]. We de-
scribe the development of our qualitative codebook and coding
methods in detail in Appendix C.

Codebook Summary.We describe the high level categories of
our codebook; a full list of subcodes is presented in Table 2, and a
full set of de�nitions in Appendix C. We identi�ed three mutually
exclusive categories at the top level.(1) Campaigns and Advo-
cacy ads explicitly addressed a political candidate, election, policy,
or call to action. We further coded theElection Level, Ad Purpose,
Political A�liation , andOrganization Type. We coded Election Level
based on the level of government, and Purpose based on the desired
action in the ad. We coded Organization Type by �rst identifying
the advertiser, using �Paid for By...� labels and the landing page
content, and then looking up the legal registration of the adver-
tiser. We coded A�liation if the advertiser was o�cially associated
with a political party, or indicated alignment with words such as
�conservative�. We were able to attribute an organization type and
advertiser a�liation for 96.5% of the campaigns and advocacy ads.
(2) Political News and Media ads promoted political news arti-
cles, videos, news sources, or events. We further demarcated two
subcategories.Sponsored Articles / Direct Links to Articlesincluded
ads which promoted a speci�c article or piece of content.News
Outlets, Programs, Events, and Related Mediacontained all other
types of political news and media.(3) Political Products ads cen-
tered on selling a product or service by using political imagery or
content. We labeled political product ads as eitherPolitical Memora-
bilia, Nonpolitical Products Using Political Topics, or Political Services.
Ads were labeled as(4) Malformed/Not Political if the classi�er
identi�ed the ad as political, but the content was occluded, incor-
rectly cropped, or contained multiple ads, in a way that made it
impossible to analyze the ad. False positives (ads incorrectly labeled
as political by the classi�er) were also given this label.

3.5 Ethics
Our data collection method had two types of impacts on the web.
First, our crawler visited web pages and scraped their content. We
believe this had a minimal impact: all sites we visited were public-
facing content websites, contained no user data, and were visited
by our crawlers no more than 4 times per day.

Second, our crawler clicked on ads to scrape the landing page
of the ads. By clicking on the ads, we may cause the advertiser
to be charged for the clickthrough (unless our click is detected as
illegitimate), which is paid to the website and various middlemen.

We determined that clicking on ads was necessary because it
was the only way for us to obtain the content and URL of the
landing page for each ad. Many ads obscure their landing page
through nested iframes and redirect chains. This data was needed
for automatically determining the identity of the advertiser and for
manually investigating the landing pages during qualitative coding
(when the ad itself did not have su�cient context).

It is di�cult to estimate the costs incurred to advertisers as a
result of our crawls, but we believe the amount was low enough to
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be inconsequential. We cannot precisely determine the cost because
the bid for each ad is not visible, and we do not know if advertisers
pay using a cost-per-impression model or cost-per click model. For
advertisers who pay based on impressions, we estimate the amount
charged to be $3.00 per thousand impressions [87]. If all advertisers
paid by impression, we estimate the total cost toall advertisers to be
approximately $4,200. For the average advertiser, the mean number
of ads we crawled was 63, and the median was 3, resulting in a mean
cost of $0.19, and median cost of $0.009. If advertisers instead paid
per click, we estimate a cost of approximately $0.60 per click [39]: in
this case, the the mean advertiser would have been charged $37.80,
and the median would have paid $1.80. The outlier advertisers
in our dataset who received the most clicks were predominantly
intermediary entities, such as Zergnet (36k ads), mysearches.net
(26k ads), and comparisons.org (9k ads). These intermediaries place
ads on other websites on behalf of advertisers on their platform,
meaning that costs incurred for these intermediaries were spread
among many individual sub-advertisers.

Stepping back, as we discuss further in Section 5, because of the
distributed nature of the web ad ecosystem and the complex incen-
tives of di�erent stakeholders, we believe it is critical that external
audits investigate the content and practices in this ecosystem, as
we do in this study. Towards that end, we believe that the (small)
costs of our study were justi�ed. It is only through the process of
clicking on ads, and evaluating the resulting landing pages, that can
one fully understand the impact to users if they were to click on
the ads. This is akin to the observation that malware websites may
be linked from ads, potentially requiring search engine companies
aiming to develop lists of known malware sites to engineer their
crawlers to click on ads [63]. Moreover, similar methodologies have
been used in prior works studying ads [67, 93].

3.6 Limitations
Our crawling methodology provided an incomplete sample of polit-
ical advertising on the web. Our crawlers only visited a �nite set of
news and media websites, excluding other places that political ads
appear, e.g., Facebook. Because we only visited each site once, we
only saw a fraction of all ad campaigns running at that time. Our
crawlers also only see political ad campaigns that were served to
them � ongoing political ad campaigns may not have been shown
to the crawler e.g. because of targeting parameters. We may have
failed to load landing pages for ads because of detection and ex-
clusion of our crawler by ad platforms. Due to VPN outages and
crawler bugs, some days are missing from the data (Sec. 3.1.4).

We relied on categorizations from the fact checkers AllSides [3]
and Media Bias/Fact Check [54] to identify the political bias of our
input websites. 42% of our input sites had a rating: some uncatego-
rized sites were non-political news websites (e.g., espn.com), while
others may not have been popular enough to be rated.

Our automated content analyses were based on text extracted
with OCR and did not use visual context from images. Some ads
contained text artifacts, which negatively impacted downstream
analyses. Based on the sample we labeled, we estimate that 18%
ads in our dataset were malformed, i.e., impossible to read the
ad's content. This was typically caused by modal dialogs (such as

newsletter signup prompts) occluding the ad, which are di�cult to
automatically and consistently dismiss.

For the majority of ads, our data did not allow us to identify
the ad networks involved in serving the ads. Though our crawler
collected the HTML content of each ad (including iframes), this
alone was rarely su�cient to identify ad networks.

Despite the above limitations, our dataset presents a unique and
large-scale snapshot of political (and other) web ads surrounding
the 2020 U.S. election. These include ads that do not appear in
Google's (or others') political ad transparency reports. To support
future research and auditing of this ecosystem, we will release our
full dataset along with the publication of this paper, including ad
and landing page screenshots, OCR data, and our qualitative labels.

4 RESULTS
In this section, we present an analysis of the ads in our dataset. We
begin by providing an overview of the dataset as a whole, including:
How many ads appear overall, and how many of these are political
ads of di�erent types (Sec. 4.1)? How did the number of ads (political
and non-political) change over time and location (Sec. 4.2)? Overall,
what ad topics were common (Sec. 4.3)?

Then, we dive more deeply into our analysis of political ads. We
investigate and characterize the sites political advertising appeared
on (Sec. 4.4), advertisers running o�cial campaign and advocacy
ads (Sec. 4.5), misleading/manipulative campaign ads (Sec. 4.6), and
political product ads (Sec. 4.7) and news and media ads (Sec. 4.8).

4.1 Dataset Overview
Between September 26, 2020 and January 19, 2021, we collected
1,402,245 ads (169,751 unique ads) from 6 locations: Atlanta, Miami,
Phoenix, Raleigh, Salt Lake City, and Seattle. Our political ad classi-
�er and qualitative coding, detected 67,501 ads (8,836 unique) with
political content, or 3.9% of the overall dataset. During our qualita-
tive analysis of political ads, we removed 11,558 false positives and
malformed ads (3,201 unique), resulting in 55,943 political ads. In
Tab. 2, we show the number of political ads, across our qualitative
categories. About a third of ads were from political campaigns and
advocacy groups; over half advertised political news and media,
and the remainder political products.

4.2 Longitudinal and Location Analysis
4.2.1 Ads Overall.We show the quantity of ads collected by loca-
tion in Fig. 2a. The number of ads per day stayed relatively stable in
each location: consistently around 5,000 ads per day. The stability
in ad counts indicates that changes in demand for ad space before
and after the election had little impact on websites' ad inventory.

We collected about 1,000 fewer ads per crawler day in Atlanta
than other locations. We do not know if this was due to di�er-
ences in location-based targeting or an artifact of our crawling (e.g.,
limitations of the Atlanta VPN provider).

4.2.2 Political Ads.The amount of political ads over time and
locations is visualized in Fig. 2b. Leading up to the presidential
election on Nov. 3, 2020, the number of ads per day in each location
increases from less than 250 to peaks of 450. After election day,
the number of political ads seen by crawlers sharply decreases, to
below 200 ads/day. This decrease could be a natural consequence
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(a) The number of ads collected in each crawler location. We collected a relatively constant number of ads for each location.

(b) The number of political ads, classi�ed as political by our text classi�er, collected in each crawler location. The number of political ads was
higher prior to the elections in November and January, were lower in the period after the elections.

Figure 2: Longitudinal graphs showing the number of total ads and political ads, collected in six locations from Sept. 2020 to
Jan. 2021. Salient U.S. political events, as well as ad bans implemented by Google, are superimposed for context. Gaps from mid-
Nov. to mid-Dec. are because we scheduled crawls on nonconsecutive days. Other gaps are due to VPN outages (see Sec. 3.1.4).

of less political attention following election day; it likely was also
due to Google's �rst ad ban, from Nov. 4 to Dec. 10. We believe
Google's ad bans help contextualize our results, given Google's
large presence in web ads � but because we did not determine the
ad networks used by each ad, we cannot prove a causal connection.

During Google's �rst ban, we collected 18,079 political ads. 76%
of these ads were political news ads and political product ads. In the
4,274 campaign and advocacy ads during this period, 82% were from
nonpro�ts and unregistered groups, such as Daily Kos, UnitedVoice,
Judicial Watch, and ACLU. The remaining 18% (783 ads) were from
registered committees, some from candidates in special elections
(e.g., Luke Letlow, Raphael Warnock), but others from PAC groups
speci�cally referencing the contested Presidential election. For ex-
ample, an ad from the Democratic-a�liated Progressive Turnout
Project PAC reads: �DEMAND TRUMP PEACEFULLY TRANSFER
POWER � SIGN NOW�.

Google lifted their political ad ban on Dec. 11. At this time, we
only collected data from Seattle and Atlanta, and observed a rise
in the number of political ads per day in Atlanta until the Georgia
run-o� election on Jan. 5, 2021, but no corresponding rise in Seattle.
The increase in Atlanta came almost entirely from Republican-
a�liated committees � Democratic-a�liated advertisers seem to
have bought very little online advertising for this election (Fig. 3).

Following the Georgia election, we again observed a sharp drop
in ads per day from the Atlanta crawler, matching the Seattle
crawler at less than 200 political ads per day.

Though we observe that the volume of political advertising gen-
erally fell after elections, Google's ban on political advertising did
not stop all political ads � other platforms in the display ad ecosys-
tem still served political advertising.

Figure 3: Campaign ads observed in Atlanta in Dec 2020�Jan
2021, prior to the Georgia special elections. Almost all ads
during this time period were run by Republican groups.

4.3 Topics of Ads in Overall Dataset
To provide context before diving into political ads (Sec. 4.4-4.8),
we present results from a topic model of the entire dataset. Tab. 3
displays the 10 largest topics in the data, each with a manually
assigned topic description, the top c-TF-IDF terms, and the number
of ads assigned to the topic.

The largest topic regarded �enterprise� ads, e.g., a Salesforce ad to
�empower your partners to accelerate channel growth with external
apps.� The second largest topic included �tabloid� ads, e.g., �the un-
told truth of Arnold Schwarzenegger,� as well as many clickbait and
native advertisements. The model's fourth largest topic, �politics�,
contained 71,240 ads: a 64.8% overlap with the 55,943 political ads
identi�ed by our classi�er and qualitative coding.

These topics give us a sense of the context within which politi-
cal ads were embedded. Like the web ad content studied in prior
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Ad Categories Count %

Political News and Media 29,409 52%
Sponsored Articles 25,103 45%
News Outlets, Programs, Events 4,306 7%

Campaigns and Advocacy 22,012 39%
Level of Election

Presidential 5,264 9%
Federal 5,058 9%
State/Local (including initiatives/referenda) 2,320 4%
No Speci�c Election 2,150 4%
None 7,220 13%

Purpose of Ad (not mutually exclusive)
Promote Candidate or Policy 10,923 20%
Poll, Petition, or Survey 7,602 14%
Voter Information 4,145 7%
Attack Opposition 3,612 6%
Fundraise 2,513 4%

Advertiser A�liation
Democratic Party 5,108 9%
Right/Conservative 5,000 9%
Republican Party 4,626 8%
Nonpartisan 4,628 8%
Liberal/Progressive 1,673 3%
Unknown 781 1%
Independent 172 <1%
Centrist 24 <1%

Advertiser Organization Type
Registered Political Committee 12,131 22%
News Organization 4,249 8%
Nonpro�t 2,736 5%
Business 931 2%
Unregistered Group 913 2%
Unknown 781 1%
Government Agency 241 <1%
Polling Organization 30 <1%

Political Products 4,522 8%
Political Memorabilia 3,186 6%
Nonpolitical Products Using Political Topics 1,258 2%
Political Services 78 <1%

Political Ads Subtotal 55,943 100%
Political Ads - False Positives/Malformed 11,558
Non-Political Ads Subtotal 1,347,810
Total 1,402,245

Table 2: Summary of the types of ads in our dataset.

work [96, 97], political ads were surrounded by ordinary or legit-
imate ads for products and services, as well as low-quality and
potentially problematic ads.

4.4 Distribution of Political Ads On Sites
Next, we examine how political ads were distributed across sites
by political bias, misinformation label, and popularity.

Political Bias of Site.Overall, we �nd that political ads appeared
more frequently on sites with stronger partisan bias. Fig. 4 shows
the fraction of ads that were political across websites' political
biases for mainstream and misinformation sites.

Topic c-Tf-IDF Terms Ads %

enterprise cloud, data, business, software,
marketing

93,475 6.7

tabloid look, photo, star, upbeat,
celebrity, celeb, truth

90,596 6.5

health fungus, trick, fat, try, cbd, dog,
doctor, knee, tinnitus

73,240 5.2

politics vote, trump, biden, president,
election, yes, sure

71,240 5.1

sponsored
search

search, senior, yahoo, living,
car, might, visa

70,613 5.0

entertainment stream, original, music, watch,
listen, tv, �lm

50,248 3.6

shopping
(goods)

boot, shipping, jewelry,
newchic, mattress, rug

49,457 3.5

shopping
(deals/sales)

friday, black, deal, sale, cyber,
review, monday

45,022 3.2

shopping
(cars/tech)

suv, luxury, phone, common-
search, deal, net, auto

44,179 3.2

loans loan, mortgage, payment, rate,
apr, �x, nml

43,629 3.1

Table 3: Top Topics in the Overall Ad Dataset.

The percentages we calculate are the number of ads normalized
by the total number of ads collected from sites for each level of bias.
The number of ads collected from sites in each bias level varies, but
no group of sites had overwhelmingly more ads. From Left to Right,
the number of ads collected per site in each group were: 1,888, 1,950,
2,618, 2,092, and 2,172, and 1,676 had unknown bias.

Two-sample Pearson Chi-squared tests indicate a signi�cant as-
sociation between the political bias of the site and the percent-
age of ads that were political, for both mainstream news sites
(j 2¹5• # = 1150676º = 25393”62• ? Ÿ ”0001) and misinformation
sites (j 2¹5• # = 206559º = 8041”43• ? Ÿ ”0001). Pairwise com-
parisons using Pearson Chi-squared tests, corrected with Holm's
sequential Bonferroni procedure, indicate that all pairs of website
biases were signi�cantly di�erent (? Ÿ ”0001).

On mainstream news sites, conservative sites had more political
ads than others; 9% and 10.3% of ads on right-leaning and right
sites were political, but only 6.9% and 4.4% of ads on left and left-
leaning sites. On misinformation sites, 26% of ads on left sites were
political, substantially more than right leaning sites. In 4 of the 7
left misinformation sites (AlterNet, Daily Kos, Occupy Democrats,
Raw Story) over 19% of ads were political.

We also �nd that political advertisers tend to target sites match-
ing their political a�liation: Democratic and liberal groups ran
the majority of their ads on left-of-center sites, and likewise for
Republican and conservative groups on right-of-center sites (Fig. 5).
In particular, ads for Democratic political candidates and progres-
sive nonpro�ts and causes ran substantially more on 2 of 7 Left
misinformation sites (Daily Kos and Occupy Democrats).

Two-sample Pearson Chi-squared tests indicate a signi�cant as-
sociation between the political bias of the site and the number of ads
based on the advertiser's political a�liation, for both mainstream
news sites (j 2¹25• # = 1•150•676º = 22575”49• ? Ÿ ”0001) and
misinformation sites (j 2¹20• # = 206•559º = 22168”50• ? Ÿ ”0001).
Pairwise comparisons using Pearson Chi-squared tests, corrected
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